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1 Why Undirected Graphs?

The undirected graphical models (UGM) are also referred to as Markov Random Fields. In constrast to
directed graphical models (DGM) which directly model causal relationship between random variables, UGM
are used to mdoel pair-wise, non-causal relationship between random variables.

For instance, Figure 1 shows one particular instance where an UGM is more relevant than a DGM. Notice,
that the relationship between superpixels in the above figure 1 is not really causal in any sense. These
superpixels are related with each other but we cannot say that one superpixel ”causes” another superpixel.
Hence, for such relationships a UGM is a better modeling choice than a DGM.

2 Undirected Graphical Models

Similar to Bayesian Networks, undirected graphical models consists of sets of nodes and edges. Each node
represents a random variable while an edge represents a direct interaction between the neighboring variables,
i.e., an interaction not affected by other interactions in the graph. Additionally, these edges are used to
capture the affinity between interacting variables.

We now look at some other examples for undirected graphical models. Figure 2 shows a social network
graph which has been modeled as a Markov Network. Notice that interactions in most social settings cannot
be explained by a causal structure. Hence, undirected graphical models present a good choice to model
these interactions. Also, Figure 3 shows an example of Markov Networks being used in Computer Vision.
Markov Networks have been widely used for in computer vision tasks such as, image segmentation. The
task of image segmentation requires partitioning a given image into multiple groups such that, each group
represents a particular object entity. Markov networks are used to incorporate the spatial relationships
among neighbouring labels as a markovian prior. This prior can encourage adjacent pixels to be classified
into the same group. An instance of this process can be seen in Figure 3.

More formally, an undirected graphical model consists of a set of random variables X = x1, x2, ..., xn; where
the joint distribution between these variables is modeled as a product of potentials on subsets of the random
variables Xc ⊆ X ,

p(x1, x2, ..., xn) =
1

Z

C∏
c=1

φc(Xc) (1)

The term φc above represents a potential function which is required to be φc ≥ 0. These potential functions
capture the affinity between interacting random varaibles, i.e., if the The terms Xc represent the maximal
cliques in the graph. Section 4 discusses how these cliques are defined in an undirected graphical model.

1




